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ABSTRACT

In the context of identifying colorectal lesions in colonoscopy im-
ages, previous Al models have predominantly focused on iden-
tifying abnormalities without providing comprehensible expla-
nations for their predictions. To address this limitation, this pa-
per introduces a novel framework that utilises two customised
deep convolutional neural networks which we have developed,
namely: ColoRecNet and Attention-BasedColoRecNet . These mod-
els aim to enhance human comprehension by providing inter-
pretable explanations for their predictions. The framework also
incorporates Grad-Cam, a visualisation technique, to highlight the
distinctive features associated with each lesion class. The perfor-
mance evaluation of the models on the testing set demonstrates
that the Attention-BasedColoRecNet model surpasses the ColoRec-
Net model in terms of overall accuracy (95.67%), precision (96.02%),
and recall (92.47%). Furthermore, the visual explanations generated
by Grad-CAM heatmaps serve as additional validation, reinforcing
that the Attention-BasedColoRecNet model possesses improved dis-
criminative power and feature representations, resulting in superior
classification performance.

CCS CONCEPTS

« Computing methodologies — Interest point and salient
region detections.
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1 INTRODUCTION

Colorectal cancer(CRC) is a significant global health concern, rank-
ing among the leading causes of cancer-related deaths worldwide.
In 2020, it accounted for approximately 10% of all cancer cases and
9.4% of cancer-related deaths according to the World Health Organi-
zation (WHO) [18]. Colorectal cancer, also known as bowel cancer,
originates in the colon or rectum and typically develops from pre-
cancerous polyps. It is characterised by the uncontrolled growth
of abnormal cells that can invade nearby tissues and metastasize
to other parts of the body. Globally, the incidence of colorectal
cancer has been steadily increasing. In 2020 alone, there were an
estimated 1.8 million new cases reported [23]. Timely detection is
critical, as colorectal cancer often exhibits minimal symptoms in
its early stages. Hence, accurate and efficient classification meth-
ods are necessary to enable early intervention and personalised
treatment plans.

Deep learning models have gained significant popularity in medi-
cal research due to their ability to learn complex patterns from large
datasets, especially in the analysis of medical images. By utilizing
neural networks with multiple layers, these models can automati-
cally extract relevant features and capture intricate patterns that
may be challenging for traditional machine learning approaches.
In the context of colorectal cancer classification, deep learning
models have shown promise in improving accuracy and diagnostic
performance. Numerous studies have reported high classification
accuracies, ranging from 85% to 95%, using deep learning models
on colorectal cancer datasets [3, 10]. These models have the po-
tential to assist healthcare professionals in accurately identifying
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cancerous regions, enabling timely intervention and reducing the
burden of manual analysis.

In addition to achieving high accuracy, interpretability of Al
models is crucial in the medical field, where decisions can sig-
nificantly impact patient care. Explainable Al techniques aim to
provide insights into the decision-making process of Al models,
allowing clinicians and researchers to understand and trust the
predictions made by these models [13]. In the context of colorectal
cancer classification, explainable Al functions can help unravel the
black-box nature of deep learning models by providing valuable
explanations for their predictions. This interpretability assists clini-
cians in validating the decisions made by Al models, fostering trust
and facilitating the integration of these models into clinical practice

(7].
2 LITERATURE REVIEW

2.1 Colorectal Cancer

Colorectal cancer (CRC) is the cancer that affects the colon and
rectum. Colon cancer or rectal cancer are often grouped together
due to their common characteristics. The Colon and rectum make
up the large intestine in the human body’s gastrointestinal (GI) tract
and plays a vital role in the body’s ability to process waste. The
colon and rectum consist of five sections as depicted on Figure 1(a).

Figure 1: (a):Anatomy of the large intestine [9]; (b):
Colonoscopy procedure [5]

Among the various visual examinations techniques available
for lower gastrointestinal cancer, colonoscopy is widely regarded
as the most effective screening technique when compared to CT
and MRL It offers the unique advantage of providing a compre-
hensive examination of the entire gastrointestinal tract and allows
for the removal of polyps, if necessary, all in a single session [6].
Colonoscopy procedure as illustrated on Figure 1(b) involves a
direct visual examination of the entire colon and rectum and is
typically performed by a gastroenterologist or surgeon.

2.2 Artificial intelligence in medical research

In recent years, there has been a significant increase in the utiliza-
tion of artificial intelligence (AI) in the diagnosis and treatment of
gastrointestinal diseases [14], particularly in the lower gastroin-
testinal tract. Various studies have demonstrated the effectiveness
of Alin assessing colorectal lesions such as colon polyps, adenomas,
cancers, ulcerative colitis, and intestinal motor diseases. While re-
search specifically focused on Al applications for colorectal cancer
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(CRC) is limited, the growing presence of Al in the medical field
suggests that Al will eventually play a crucial role in CRC diagnosis
and treatment [22].

However, the implementation of Al-assisted systems for diagno-
sis in healthcare institutions faces a major challenge due to their
reputation as "black boxes" in terms of their computational pro-
cesses. The lack of transparency in decision-making raises concerns
and inhibits the widespread adoption of Al-driven systems, despite
their proven effectiveness [2, 26]. To address this issue, Explainable
Artificial Intelligence (XAI) has emerged as a field that offers poten-
tial solutions by providing explanations for model predictions. XAI
techniques can be categorised into various approaches [24], includ-
ing dimension reduction, feature importance, attention mechanism,
knowledge distillation, and surrogate representations. [19] further
categories explanation methods into three types: visual explana-
tions, textual explanations, and example-based explanations These
techniques offer insights into the reasoning behind Al-based medi-
cal image analysis, facilitating transparency and bridging the gap
between Al capabilities and the need for explainability in healthcare
applications.

2.3 Related Works

Colonoscopy can be employed to directly identify lesions in the
intestinal wall, and colonoscopist can use image processing and
screening to evaluate whether lesions are associated to CRC. A
recent study by [11] introduced a deep learning-based system based
on the ResNet50 architechture that enables real-time automated
diagnosis of colorectal cancer invasion. The authors highlighted the
significant potential of this system in assisting with CRC diagnosis
during clinical practice.

The development of a dedicated classification model based on
the Caffenet architechture for colorectal polyps was undertaken
by[25] . Their approach showcased remarkable performance, sur-
passing that of endoscopists’ visual inspection in terms of recall
and accuracy, while preserving a comparable level of precision.

In their research, [4] developed and evaluated a computer-aided
diagnosis system called DNN-CAD based on the InceptionV3 archi-
tecture for the analysis of narrow-band images of small colorectal
polyps. The dataset consisted of 1476 neoplastic polyp images and
681 hyperplastic polyp images, alongside corresponding histologic
findings. DNN-CAD achieved a sensitivity of 96.3% and specificity
of 78.1% in accurately identifying neoplastic or hyperplastic polyps
smaller than 5 mm in the test set. The system surpassed both expert
and novice endoscopists in terms of diagnostic time, demonstrating
faster classification of polyps. Additionally, DNN-CAD showed high
accuracy and intra-observer agreement, indicating its potential as
a valuable tool for endoscopic image recognition and other medical
image analyses.

[12] aimed to evaluate the use of an artificial intelligence (AI) as-
sisted image classifier for determining the feasibility of curative en-
doscopic resection of large colonic lesions based on non-magnified
endoscopic images. The dataset consisted of 8,000 endoscopic im-
ages used to train the Al image classifier, and an independent vali-
dation set of 567 endoscopic images from 76 colonic lesions. Their
main finding was that the trained Al image classifier based on non-
magnified images accurately predicted the probability of curative
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resection for large colorectal lesions and performed better than
junior endoscopists.

[27] aimed to address the inherent subjectivity and potential diag-
nostic errors associated with histopathological grading of colorectal
cancers. To achieve this, the researchers developed a computer-
aided diagnosis (CAD) method named HCCANet. Employing a
dataset consisting of 630 histopathology images, the authors intro-
duced a novel attention mechanism called MCCBAM, which was
integrated into the CNN-based HCCANet model. The experimental
findings demonstrated the superior performance of HCCANet over
advanced deep learning and classical machine learning techniques

[21] presented interpretable real-time deep neural networks with
Shapley additive explanations For polyp identification, polyp cate-
gorization, and polyp segmentation under colonoscopy. The sug-
gested technique demonstrates better real-time performance. The
experimental results show that the proposed technique outper-
forms existing deep learning methods. Furthermore, they achieved
gratifying operational efficiency and interpretable feedback, which
fulfilled the requirements of the colorectal surgeon.Similarly, [1]
utilised the Gradient-weighted Class Activation Mapping technique
to visualize the features responsible for classifying an image into a
specific leukemia subtype.

Upon reviewing the existing literature on artificial intelligence
(AI) for the detection and classification of colorectal cancer, it was
identified that further investigation in this research domain holds
promise. The prevailing focus of AI models has been on identify-
ing abnormalities in medical images. Nevertheless, despite recent
attention from researchers, there have been limited efforts in de-
veloping interpretable models that can provide explanations for
the predictions made by the models, thereby facilitating human
understanding.

3 METHODS

This research paper introduces an innovative framework designed
for the identification of colorectal lesions in colonoscopy images.
To accomplish this, we have developed two custom deep con-
volutional neural networks (DCNNs) known as ColoRecNet and
Attention-BasedColoRecNet. These networks are constructed based
on the Densenet169 and ECA-Net architectures, respectively. Subse-
quently, To enhance interpretability, an XAI (Explainable Artificial
Intelligence) technique has been employed to visualize the dis-
tinctive features associated with each lesion class. The schematic
representation of the proposed framework can be observed in Fig-
ure 2.

| Data PreProcessing |

I Classification I

ColoRe cNEE
(based on Densenet169)

Comparative Analysis

Data Augmentation
[Rotation- Ran domn Flips]

(1500 or each da=)

Attention-
BasedColoRecNEt

Model Explanation
(based on ECA-Net]

Figure 2: Proposed Colorectal Cancer detection framework
using ColoRecNet
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3.1 Dataset

The advancement of numerous computing domains, particularly
those involving deep learning applications, relies heavily on the
availability and quality of datasets. For our research, we utilised the
Kvasir dataset, which was developed by [16] in 2017. This dataset
consists of a comprehensive collection of images that have been
carefully annotated and validated by experienced endoscopists, who
are medical experts in the field. The Kvasir dataset encompasses var-
ious classes of endoscopic images, including anatomical landmarks
and pathological or endoscopic findings within the gastrointestinal
(GI) tract. we specifically focused on the Polyps and Ulcerative
Classes from the pathological findings subset of the Kvasir dataset.
Additionally, we acquired Normal colon images from the Kaggle
platform [15]. Figure 3 illustrates a sample for three classes namely:

(a) Normal Colon - Healthy normal colon.

(b) Polyps - lesions that can be identified as mucosal outgrows.

(c) Ulcerative Colitis - a long termed inflammatory condition
that affects the colon and rectum.

(

Figure 3: Sample images from dataset. (a): Normal Colon, (b):
Polyps, (c): Ulcerative Colitis

3.1.1 Dataset Preprocessing. For each class image bilinear interpo-
lation was applied and images scaled to 224 x 224 pixels. Moreover,
image transformations processes were performed including random
flipping and rotation. This augmentation process resulted in 1500
images for each class. The dataset were then splitted into Training
set, Validation set and Test set in the ratio of 8:5:2. Before feeding
images to the network, images were transformed into properly
preprocessed floating-point tensors by using normalization.

3.2 Model development

3.2.1 ColoRecNet. ColoRecNet is a deep convolutional network,
adapted from the architecture of DensNet169 [8]. ColoRecNet in-
corporates dense connectivity, where each layer is connected to all
previous layers, enabling feature reuse and better gradient flow and
combines components such as dense blocks with multiple layers,
transition layers for dimensionality reduction, and global average
pooling to summarize feature maps in order to create a powerful
CNN architecture for accurate image classification. Additionally, an
output layer consisting of three neurons with softmax activation
function was appended to accommodate the multiclass classification
task. The softmax activation function in the output layer facilitates
the interpretation of the outputs as probabilities assigned to each
class. It was specifically trained on the dataset we developed.

3.2.2  Attention-BasedColoRecNet. Attention-BasedColoRecNet is
an extension of ColoRecNet, which is constructed by integrating the
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Efficient Channel Attention Network (ECA-Net) architecture. ECA-
Net is a convolutional neural network architecture proposed by [20]
specifically designed to effectively model the interdependencies
among channels in an image. Its fundamental principle involves
the seamless integration of a channel attention mechanism within
the convolutional layers of the network. This attention mechanism
selectively amplifies informative channels while suppressing less
relevant ones, thereby facilitating the network’s ability to capture
long-range dependencies across channels.

3.3 Visual explanation

We employed the Grad-CAM algorithm to identify the image re-
gions that contributed the most to the predictions made by our
classification model. Grad-CAM, short for Gradient-weighted Class
Activation Maps, was initially introduced by [17]. It serves as a
technique to generate "visual explanations" that provide insights
into how a convolutional neural network (CNN)-based model ar-
rived at a particular decision, thereby enhancing the transparency
of the model’s decision-making process. Grad-CAM achieves this
by utilizing the gradients of the predicted outcomes, which flow
into the output convolutional layer, to generate a localised map
that highlights the important regions in the image that influenced
the final prediction. By applying Grad-CAM, we were able to gain
a better understanding of the model’s reasoning and identify the
specific image areas that played a crucial role in the classification
process.

4 RESULT ANALYSIS

The primary aim of this study was to investigate and apply explain-
able Artificial Intelligence (XAI) techniques in the field of medical
image analysis. To achieve this we have developed two models:
ColoRecNet, a Deep Convolutional Neural Network (CNN), and
attentionbasedColoRecNet, which incorporated an XAI technique
using an attention mechanism, as categorised by a [24]. Both mod-
els were then trained for 100 epochs, with a batch size of 32. To
optimize the performance of these models, we employed the Adam
optimization algorithm, utilizing categorical crossentropy as the
loss function. Finally, to accommodate the multiclass classification
task, the Softmax activation function was applied. Following the
model training, a comparative analysis was conducted, evaluat-
ing the models’ performance based on metrics such as accuracy,
precision, and recall, as illustrated in Table 1.

Table 1: Model Comparative based on Performance Metrics

Model Set Acc(%) Preci(%) Rec(%)
ColoRecNEt Training  96.33 96.33 96.33
Validation  87.73 88.58 87.73

Testing 88.33 89.47 88.33

Attention-Based  Training  99.63 99.63 99.63
ColoRecNEt Validation  92.47 93.03 92.20
Testing 95.67 96.02 92.47

Acc: Accuracy; Preci: Precision; Rec: Recall.
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Figure 4: Confusion matrix from the Test Set.

(a):ColoRecNET,(b): Attention-BasedColoRecNET.

The analysis of Table 1 reveals that the Attention-BasedColoRecNet
model has outperformed the ColoRecNet model. The results demon-
strate that the Attention-BasedColoRecNet has shown improve-
ments in terms of overall accuracy, precision, and recall. Specif-
ically, on the testing set, there has been an increase of 8.31% in
accuracy, 7.32% in precision, and 4.69% in recall when compared to
the ColoRecNet model.

Furthermore, the visualization of the confusion maps from Fig-
ure 4 indicates that the Attention-BasedColoRecNet has signifi-
cantly enhanced the classification task, as it only misclassified 26
samples, compared to the ColoRecNet’s 70 misclassified samples.
These findings highlight the superior performance and effective-
ness of the Attention-BasedColoRecNet model in comparison to
the ColoRecNet model.

[Polyps]

[Ulcerative Colitis]

Figure 5: GradCam Visualisation on Polyps and Ulcerative
Colitis. (a):ColoRecNET, (b): Attention-BasedColoRecNET.

Visual explanations, categorised as an explanation method by
[19], were employed in this study. Specifically, Grad-CAM was ap-
plied to the model to elucidate deterministic features associated



Explainable Al For Colorectal Lesion Classification Using Deep Learning Models With Attention Mechanism

with a typical class. By examining the Grad-CAM heatmaps, it was
possible to gain insights into the learned features and better com-
prehend the inner workings of complex deep learning models. The
intensity of the heatmap signifies the importance of each region
in the image. Higher intensity indicates a strong contribution of
the corresponding region to the network’s prediction for the tar-
get class, while regions with lower intensity have less influence.
Figure 5 depicts the GradCam Visualisation for Polyps and Ulcera-
tive Colitis classes. Notably, an interesting finding from Figure 5
is that while ColoRecNet correctly classified some samples into
their respective classes, the Attention-BasedColoRecNet, enhanced
by the ECA module, exhibited improved discriminative power in
the network, leading to enhanced feature representations. This
improvement is particularly evident in the polyps class in Figure 5.

5 CONCLUSION

This research study emphasizes the potential of deep learning mod-
els and explainable Al techniques in the classification of colorectal
cancer. By developing custom deep convolutional neural networks
and incorporating Grad-CAM, the study has demonstrated notable
improvements in accuracy, precision, and recall for identifying col-
orectal lesions in colonoscopy images. Particularly, the Attention-
BasedColoRecNet model, enhanced with the ECA module, has show-
cased superior performance compared to the ColoRecNet model.
The visualization of Grad-CAM heatmaps has provided valuable
insights into the learned features, thereby facilitating a better un-
derstanding of the underlying mechanisms of the deep learning
models. The findings of this research contribute to the advancement
of interpretable Al models for colorectal cancer classification, which
can assist medical professionals in making accurate diagnoses and
informed decisions about patient care. Future research endeavors
could focus on further validating the effectiveness and potential
impact of these models in larger datasets and real-world clinical
settings.
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